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Contribution

® Introduce causal autoregressive flows(CAFs) which reflect the causal
structure of data.
® Through CAFs, enable sampling an intervened sample and counterfactual

sample.
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Structural causal model

® A structural causal model (SCM) is a tuple M = (1?, Pu> describing a
data-generating process that transforms a set of d-dimensional latent
variables, u ~ Py, into a set of d-dimensional observed data, x, according
tof=(h, -, f):RY - R

® Specifically, x = (x1, -+ ,Xq) is computed as follows:

ui=(ug,uz,...,uq) ~ Py, xi=fi(Xpa;,ui), fori=1,2,...,d.

where X, is parents of x; which directly cause x;.



Adjacency matrix

® Define the adjacency matrix of the causal graph as A = (A;) € {0,1}9*7,

L aﬁ(xpamuf)
Ay =1 <axj ” o)

where T is the indicator function.
® \We assume that A is acyclic.

® Also assume that the x are sorted according to a causal ordering.
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Normalizing flow

® Normalizing flows are generative models that express the probability
density of data using the change-of-variables rule.

® Given an observed data x € RY, a normalizing flow is a neural network

with parameters 6 that takes x as input, and outputs
To(x) =:u~ P,
log p(x) = log p(Te(x)) + log |det (Vi To(x))|

where P, is a base distribution that is easy to sample.

® In normalizing flow, estimate 6 by maximizing log p(x).



Autoregressive normalizing flow

® To sample data from u, T, *(u) should be exist and determinant of
Jacobian matrix V, Ty (x) should be tractable.

® Autoregressive normalizing flows(ANFs) are models that satisfy the above
conditions.

® ANFs are deep neural networks which is i-th output of each layer /
denoted by z} is computed as

I I i=1 1 I 1{_i-1
zj =T (z, ;h,-) . where hj:=g¢ <Z1;i—1)

and where 77 and ¢; are termed the transformer and the conditioner,
respectively.

® Note that Jacobian matrices of ANFs are triangular matrices.
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ANFs as SCM

® Want to express SCM as ANFs when A is known.

® One of the conditions that ANFs can be expressed as SCM is x; is a
function of xpa, which depend on up.,, and u;.
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Theorem
If a causal NF Ty satisfies an condition in previous slide, then V,To(x) =1 — A

and Vo T, u) =1+ Zd'am A", where A is the causal adjacency matrix of
M.

where diam(A) = min{k : A¥ = 0} when 0 is zero matrix.
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Model & Objective function

® (Abductive model) Causal NF from x to u
zf- =T (zfﬁl; hf) ,  where hf = (zé,?)
® To penalize spurious correlations from x to Tg(x), add penalized term :

minigmize Ex [—log p(To(x)) + ||V To(x) @ (1 — A)Hz]

where 1 is a matrix of ones.
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Intervention

® The do-operator, denoted as do (x; = ), is a mathematical operator that
fixes the observational value x; = «, and thus removes any causal
dependency on x;.

Algorithm 1 Algorithm to sample from the interventional distribution, P(x | do(x; = «)).

function SAMPLEINTERVENEDDIST(i, )

I:

2 u~ P,

3 x Ty L(u) > Sample a value from the observational distribution.
4: X; &« > Set x; to the intervened value «.
5: u;  To(x); > Change the i-th value of u.
6 x « Ty '(u)

7 return x > Return the intervened sample.
8: end function

Figure 1: Do-operation

15



Counterfactual sample

Algorithm 2 Algorithm to sample from the counterfactual distribution, P(x°f | do(x; = a), xf).

1: function GETCOUNTERFACTUAL(X', i, )

2: u « Tp(x) > Get u from the factual sample.
3: xf—a > Set X; to the intervened value cv.
4: u; — To(xH); > Change the ¢-th value of u.
5 xT Ty (u)

6: return x°f > Return the counterfactual value.
7: end function

Figure 2: Counterfactual sample
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Experiments

3-CHAINp,x:
fl(ul) =m
falx1,uz) =10-x1 —ua
f3(x2,u3) =025 - x5 +2-ug
3-CHAINyn:
filu) =w
fo(x1,u9) = /% 4 ug/4
fs(x2,u3) = % +us
4-CHAIN 1y:

Figure 3: Counterfactual sample
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Experiments

Performance Time Evaluation (us)

Dataset Model KL ATEgyse CFrmse Training Evaluation Sampling
3-CHAIN Causal NF 0.00g o9 0.05¢ o1 0.04¢ o1 0.41g o6 0.48¢ 19 0.76¢ o6
LIN CAREFLT  0.00¢.00 0.200.13 0.209.09 0.680.24 0.97¢.33 1.94p.77
[36] VACA 44d)05 576007 4.980.10 36.101 54 28.330,72 75.344 55
3.cualN  CausalNF 0.00000 0.03001 0.020.01 0.520.06 0.560.03 1.02¢.05
NLIN CAREFLT 0.000.00 0.05¢.02 0.040.02 0.600 22 0.840.22 1.660.41
[36] VACA 1282190 L15dges  1.32002 39.454 15 30.932,30 84.364,60
4-CHAIN Causal NF 0.00¢ 00 0.07¢.02 0.04¢ 01 0.56¢ 08 0.62¢ 15 1.54¢ 40
LIN CAREFLT  0.00¢ 00 0.16¢ o7 0.149 04 0.700 25 0.990.20 2.850 54
VACA 13.140.73 3.820.01 3.720.05 61.855.06 4931411 92.067.93

Figure 4: Result 1
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Experiments - Fairness

German data set when a sensitive variable is sex.

Table 3: Accuracy, F1-score, and counterfactual unfairness of the audited classifiers. Causal NFs
enable both fair classifiers and accurate unfairness metrics. Results are averaged on five runs.

Logistic classifier SVM classifier
full unaware fair x fairu full unaware fair x fairu
f1 72.286.16 72.37100 59.606857 73.08438 76.04086 76.80582 68.28574 77.39152

accuracy  67.003.83 66.75263 54.75501 66.50370 69.50311 71.00353 59.252.99 69.751.26
unfairness  5.842093 2.8lp.72  0.000.00 0.000.00 6.65245 2.78040 0.000.00  0.000.00

Figure 5: Result 2
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